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ABSTRACT

Objective: Many options are currently available for sepsis surveillance clinical decision support (CDS) from

electronic medical record (EMR) vendors, third party, and homegrown models drawing on rule-based (RB) and

machine learning (ML) algorithms. This study explores sepsis CDS implementation from the perspective of im-

plementation leads by describing the motivations, tool choices, and implementation experiences of a diverse

group of implementers.

Materials and Methods: Semi-structured interviews were conducted with and a questionnaire was adminis-

tered to 21 hospital leaders overseeing CDS implementation at 15 US medical centers. Participants were

recruited via convenience sampling. Responses were coded by 2 coders with consensus approach and induc-

tively analyzed for themes.

Results: Use of sepsis CDS is motivated in part by quality metrics for sepsis patients. Choice of tool is driven by

ease of integration, customization capability, and perceived predictive potential. Implementation processes for

these CDS tools are complex, time-consuming, interdisciplinary undertakings resulting in heterogeneous choice

of tools and workflow integration. To improve clinician acceptance, implementers addressed both optimization

of the alerts as well as clinician understanding and buy in. More distrust and confusion was reported for ML

models, as compared to RB models. Respondents described a variety of approaches to overcome implementa-

tion barriers; these approaches related to alert firing, content, integration, and buy-in.

Discussion: While there are shared socio-technical challenges of implementing CDS for both RB and ML mod-

els, attention to user education, support, expectation management, and dissemination of effective practices

may improve feasibility and effectiveness of ML models in quality improvement efforts.

Conclusion: Further implementation science research is needed to determine real world efficacy of these tools.

Clinician acceptance is a significant barrier to sepsis CDS implementation. Successful implementation of less

clinically intuitive ML models may require additional attention to user confusion and distrust.
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Lay Summary

Sepsis is a life-threatening illness. Improving sepsis care is a growing priority for many hospitals. Patients at risk of develop-

ing sepsis can be identified before they get very sick using tools that analyze data from computerized medical records sys-

tems. A variety of options are available from different sources. Some tools are programmed using established sepsis screen-

ing criteria used in clinical practice. Others rely on machine learning, where computer algorithms identify patterns in the

available data without being pre-programmed by a human being. In this study, we interviewed 21 individuals at 15 US medi-

cal centers who oversaw hospital level implementations of these tools. Teams were motivated by wanting to improve qual-

ity of care for patients with sepsis. One major challenge was making the tools identify as many patients truly at risk for sep-

sis as possible while limiting false identification of patients not actually at risk. Many interviewees also described lack of

trust in the tools from the nurses and doctors using the tools. There was more distrust and confusion reported by imple-

menters of tools that relied on machine learning than tools that programmed human logic. Strategies emphasizing user edu-

cation, user support, and expectation management were reported to be helpful.

INTRODUCTION

Sepsis is a life-threatening illness and an expensive cause for hospi-

talization affecting more than 1.7 million American adults annu-

ally.1 Since early resuscitation and antibiotic administration can

reduce mortality, sepsis recognition and care has become a nation-

wide priority.2 In 2015, Centers for Medicare and Medicaid imple-

mented a sepsis bundled payment (SEP-1), mandating placement of

specific orders within 3 h of sepsis onset or hospital presentation.3

The bundle has led many hospitals to invest money, time, and en-

ergy into measuring quality of sepsis care.4

Clinical decision support (CDS) tools have been an essential part

of hospital efforts to comply with bundle requirements. These tools

have traditionally been rule-based (RB), meaning that they rely on

logic that represents the opinion of clinical experts and clinical

guidelines and therefore only identify situations that have been pre-

viously identified and programmed into their logic. Traditional early

warning systems using Systemic Inflammatory Response System

(SIRS) criteria relying on vital sign and lab abnormalities have been

criticized for producing excessive false positive alerts.2,5,6 Existing

data are inconsistent about whether these tools actually change the

likelihood of bundle interventions or patient outcomes.2,5,7–15 Some

prospective studies have shown significant reduction in time to

blood culture and antibiotics without significant reductions in mor-

tality.9,12,16 While others have largely been negative, including 2

randomized controlled trials.2,8,10–12

In contrast to traditional RB models, in machine learning (ML)

algorithms, the associations between patient variables and clinical

outcomes such as deterioration, death, and confirmed infection are

derived by the computer rather than being pre-programmed. These

algorithms often incorporate many more variables than RB models,

ranging from vital signs to lab values to demographics and billing

codes. ML models have demonstrated improved diagnostic accuracy

and reduced false positives compared to clinical assessment tools

like SIRS, SOFA, and MEWS scores.7,17–20 Furthermore, there are

data suggesting that such algorithms may enable earlier intervention

and improve outcomes such as length of stay and mortality.14,21

However, ML algorithms are new to clinical practice and raise prac-

tical, ethical, and face validity concerns.

Given the challenge of the clinical diagnosis, the policy incen-

tives, and the potential for ML to add value to the status quo, the

market for CDS options is diverse and growing. Leaders looking to

CDS for improvement in their sepsis outcomes can choose from

third party ML applications, commercial vendor produced ML

models and RB best practice advisory toolkits, and homegrown ML

and RB models.

OBJECTIVE

The purpose of this study is to explore sepsis CDS implementation

from the perspective of implementation leads by describing the moti-

vations, tool choices, and implementation experiences of a diverse

group of implementers.

METHODS

Study design and sample
This descriptive study includes semi-structured interviews and a

questionnaire (Supplementary Material S1). This approach was cho-

sen as qualitative methods can provide “rich descriptions of com-

plex phenomena” typical of healthcare organization and IT

implementation.20 A convenience sample was developed of hospital

leaders from various hospitals nationwide with criteria intended to

include implementors of CDS tools from 3 sources: third party, com-

mercial vendor, and homegrown. Initial sampling involved directly

contacting hospitals who had implemented third party tools identi-

fied via literature review and web search of third party tools. All

identified hospitals were contacted (18) of which 4 agreed to partici-

pate. Additional sites were recruited via informatics professional

group email lists increasing sample size to 11 institutions. In order

to attain representation of the 3 major tool categories and reach sat-

uration,22 4 additional hospitals were recruited through professional

networks, for a total of 15. The selected institutions self-identified

individuals overseeing the implementation of the tool for interview

who independently agreed to participate in the study. Five out of 13

interviews were simultaneously conducted with more than 1 individ-

ual for a total of 21 participants.

Data collection and procedures
All participants were asked to complete a Qualtrics questionnaire

about organizational characteristics and a semi-structured telephone

interview. The interview guide (see Supplementary Material S1) was

developed based on literature review and expert opinion, piloted

with clinicians and qualitative experts, and modified accordingly to

ensure credibility and dependability of the data collection methodol-

ogy. The interview guide was developed to specifically elicit perspec-

tive of implementation leaders, not clinician end users. Interviews

consisted of 30–60 minute telephone calls conducted by a single

team member (MJ or LS) between June 2019 and January 2020. Par-

ticipants were informed about the confidentiality of their responses,

received no compensation, and provided verbal consent. This study
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was considered IRB exempt by the Harvard Longwood Institutional

Review Board.

Qualitative data analysis
Transcribed interviews were deidentified, imported into Excel, with

each independent thought assigned its own row (Microsoft Win-

dows 7). Data were analyzed using a thematic content analysis ap-

proach, guided by expertise of team members with similar

qualitative methods.23–28 Two investigators (MJ and KM) indepen-

dently assigned concepts for each complete thought in the first 5

transcripts and recurrent concepts were formalized into codes with

operational definitions through a 2-person consensus approach.

Codes were independently assigned to complete thoughts for all

interviews by both coders. To ensure credibility and dependability

of the analysis, the team used multiple methods including a process

of debriefing among researchers, engagement with the raw data and

codes, the use of reflective notes, and iterative reconciliation and ad-

justment of operational definitions of codes between the 2 coders.

Finally, codes were grouped into emergent themes and relationships

after iterative reading and discussion with the 2 other authors (LS

and RR) with clinical, informatics, and qualitative expertise.

RESULTS

Characterizing the study sample
The study captured a set of institutions heterogeneous in size, loca-

tion, patient population, EMR vendor, and current sepsis prediction

tool (Table 1). Seven community and 8 academic hospitals were in-

cluded. Three had less than 300 beds, 4 had between 300 and 500

beds, and 8 had greater than 500 beds. All but 2 served adult popu-

lations. Nine were located in the Northeast, 1 on the west coast, 5 in

the Midwest, and 1 in the Southeast. Most used Epic as their EMR

vendor. Other vendors included MEDITECH, VistA, and Cerner. At

time of interview, 7 employed a ML tool and 8 employed a RB tool.

Homegrown tools were most common (9 hospitals), followed by

EMR vendor tools (4 hospitals), and third party tools (2 hospitals).

The individuals interviewed as the primary leader for the implemen-

tation effort carried a wide variety of titles: 5 carried an informatics

leadership title, 10 named a clinical leader, and 6 identified an indi-

vidual with an executive position.

Motivation for using CDS tools to target sepsis
All interviewees cited quality improvement for sepsis patients as the

primary driver for their sepsis prediction tool initiative. Several

interviewees mentioned policy changes involving public reporting of

data at the state and national level as well as compliance with the

CMS SEP-1 bundle to be important drivers for their institutional

emphasis on early detection of sepsis. A few interviewees specifically

describe being motivated by inferior sepsis outcomes compared to

other regional hospitals. For example, “we don’t do all that great

compared to the big academic centers. . . trying to figure out why

there’s such a difference.”

CDS was described as a “logical progression” to a “multi-

pronged approach” to sepsis quality improvement. Efforts started

with manual sepsis screening and reporting requirements which

were subsequently automated. Participants attributed success to the

alerts in concert with manual screenings, order sets, and efforts to

increase awareness and communication amongst clinicians.

Implementation process
While there was significant diversity in the title of the “primary im-

plementation leader” (Table 1), all individuals were part of large in-

terdisciplinary teams. All sites reported teams including executive

leadership, clinicians, educators, quality improvement, risk manage-

ment, Information Technology (IT), and informatics. Clinician lead-

ership with informatician support was most common, but several

institutions had informatician-led teams. The 3 teams that did not

have informatics involvement were community hospitals. They em-

phasized the importance of a connection between clinicians and IT

and noted feeling challenged without specialized resources to facili-

tate tool implementation. Many specifically noted the importance of

having strong informatics leadership. The majority also noted the

importance of support from the executive leadership level.

Implementation timelines varied from 3 months to 3 years. Al-

most all participants noted that implementation took longer than

anticipated. Those reporting implementation times extending be-

yond 2 years tended to have homegrown models, while most vendor

supplied or third party tools had implementation times shorter than

2 years.

Most interviewees were dissatisfied with their current tool opera-

tion. A minority reported being satisfied with how the tool operates.

Stakeholders that reported satisfaction with the status quo tended to

occupy executive roles (Chief Medical Officer, Chief Medical Infor-

matics Officer [CMIO]) as opposed to clinical roles.

Choosing a tool
As demonstrated in Table 1, a broad mix of tools are in use. In addi-

tion to RB or ML, the tools can be further categorized as home-

grown, EMR vendor provided, or third party. Of the 15 institutions,

7 attempted an ML approach with intention for use in clinical work-

flow, of which 5 are using the ML tool in practice. One ran an EMR

vendor supplied tool in the background and was not able to progress

to clinical integration at the time of the interview. The other aban-

doned their integrated third party ML tool, returning to a vendor

provided RB tool.

Most participants used a homegrown tool or relied on a vendor

provided tool. Only 4 hospitals tried a third party tool with 2 return-

ing to an EMR vendor provided tool and 2 continuing their third

party solution. In choosing a tool, interviewees valued ease of inte-

gration, customization capability, and predictive potential. They

avoided tools with added contracting, cost, and distrust (Table 2).

Implementers were mixed about their impression on whether

ML tools were actually predictive with clinically meaningful specif-

icity compared to existing SIRS-based alerts. One noted a reduction

of alerts by 66% after switching from an RB approach to an ML ap-

proach suggesting improved specificity. In contrast, another noted

disappointment about predictive potential:

“The tool. . . was supposedly predictive, but we discovered. . .it

wasn’t predictive. . .it was really telling providers that they’ve met

the criteria for severe sepsis which. . .is not really predictive be-

cause they’ve already met it. It wasn’t that you were getting it be-

fore it happened so even though they were selling it as a predic-

tive model I’m not so convinced it was predictive”

There is a lack of consensus about whether the clinical problem

of sepsis is appropriate for a CDS solution due the “nebulous” or

“continuous” nature of sepsis. As one participant noted:

“Sepsis is a continuum. There is no line for sepsis. If you put a

line you are not successful”
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The problem is additionally complicated by a difficulty establishing

true positives and negatives. A participant described the challenge as:

“The definition of gold standard for sepsis makes it hard. . .to ap-

ply any standard, but machine learning in particular because it is

much easier. . . if you have true positives and true negatives. And

then the ambiguous cases can be used for learning but often no-

body really knows what to do with [the ambiguous cases]”

The challenge of establishing true positives and negatives was

also noted for RB models by another participant as:

“How do you account for when the BPA fired, everyone did the

right thing, and prevented this bad outcome which is the gold

standard for measuring if that alert worked or not. There’s a flaw

in the overall methodology that I don’t know if there is a good

way to account for it”

Despite these challenges, one participant, who had successfully imple-

mented an ML model, favored an ML approach and said that rule based

heuristics are too simplistic to capture the clinical complexity of sepsis.

Workflow integration of the tool
There is considerable heterogeneity in how the tools are integrated

into the workflow. Most alerts were integrated within the EMR.

Both alerts appearing outside the EMR were ML. The most common

clinical setting for these alerts was the floors. Many had the alert

fire in multiple locations. The most common combination was floor

and ED with a few cases (4) of ED, floor, and ICU.

Most alerts targeted both nurses and physicians, while some

alerted only nurses. In a minority of cases, a team external to the pri-

mary care team was informed. In one case, the external team noti-

fied the primary team, in the other case, a rapid response team was

alerted in addition to the primary team. None alerted only physi-

cians. A minority of those alerting both nurses and physicians used

differential thresholds for the 2 groups.

Alerts were more commonly linked to actions than not. Most

alerts not linked to action were ML models and correspondingly ei-

ther third party or vendor provided. Most alerts did not incorporate

a hard stop requiring clinicians to engage with the alert.

Two hospitals had double-layered logic with a sensitive alert fol-

lowed by a more specific alert. Both hospitals were pediatric hospitals.

About half of the hospitals had systems that included logic to suppress

alerts to decrease redundant alert volume. All these systems were

homegrown with the majority being RB alerts in the ED and one being

ML on the floors. Most alerts were accompanied by an explanation of

why the alert fired, among those that did not, most were ML.

Implementation barriers
Almost all interviewees expressed that the process for implementa-

tion was more difficult than anticipated and encouraged others to be

persistent. In one interviewee’s words:

Table 2. Factors in choosing a tool

Factors in choice Representative quotes

Favorable factors Ease of integration “We implement a lot of Epic functionality it’s tightly integrated. . .there’s a little bit more

work to do when we introduce. . .third-party models”

“We had some trouble getting the information across to them. . .it was taking upwards of

10–15 seconds which in a clinical workflow is really just not okay”

Customization capability “Why did we decide to build it ourselves versus go with what’s in the EMR? The problem

was it still would have taken quite a bit of lifting and we still wouldn’t have had much

control over the parameters”

“The other major problem. . .is the one size fits all nature because it is designed to be imple-

mented by multiple different organizations they had to dumb it down. Had to normalize,

smooth out the curve, sacrifice accuracy for being able to universally implement. . .So

there are probably some features . . .we could have used, but they excluded because they

didn’t feel confident that all Epic organizations would have that data available”

Predictive potential “Every study we saw said to identify patients sooner in order to have better outcomes

because. . . earlier our ability to intervene, the better outcomes. . . So wanting to know

sooner was inherent in identifying those patients at all”

“I would say that we tried [SIRS criteria rule based surveillance] at first. . .and realized that

it would fire way too frequently. It would have a huge false positive rate. In fact it fired

for somewhere between 20 to 30% of all patients that were admitted to the hospital”

Avoided factors Contracting “We generally like to do things as much as possible within our EMR without involving

third-party vendors”

“You know there’s always contracting issues and a lot of components like that which are

often out of scope of the clinical team to manage. . . having to get legal involvement adds

steps to things. . .it was not as easy as using your own EMR”

Cost “We looked at outside solutions but we didn’t purchase. The cost was too high”

“And because we have Epic, because there was no additional cost to implement their

method, this is in all honesty, it was determined that that could be where we could

start.”

Distrust “Either you purchase a program through your EMR vendor, or you try to build it yourself,

or you purchase a third-party solution and hope that they are not lying to you. Or you

know putting lipstick on the pig. Or you know just making it sound better. . . ”

“I think it was. . . the external one because they really were pushing artificial intelligence

and the predictive model. People didn’t understand that as much and because they’re not

your employees and they’re still people you’re always skeptical about what people are

telling you and selling to you is very different”
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“Don’t give up. You got to just keep chugging. Sometimes it’s a

lot of little steps that sometimes feel like you’re climbing a moun-

tain that doesn’t end”

Barriers were defined as experiences that impeded, slowed, or

made implementations difficult in some way. Those that emerged

from the interviews clustered to technical build, optimization of

alerts, workflow integration, tool validation, implementation time,

working with external vendors, and clinician acceptance. These

were shared by RB and ML models alike. Promoting clinician accep-

tance was the dominant challenge for all implementation leaders

(Table 3).

Optimizing the alert to appropriately identify patients and trig-

ger clinician response was the first major barrier to generating clini-

cian acceptance. Optimizing the alert consisted of fine-tuning

thresholds, content, and integration of the alert into the workflow.

Themes focused on lack of consensus, tension between alert place-

ment and disruption of workflow, and burden of optimization fall-

ing to individual institutions (Table 3).

The second major barrier was generating clinician buy in. The

most frequently cited concern for clinician buy in for both RB and

ML models was avoiding alert fatigue, or over-alerting users. A few

remarked that this concern was present with all their decision sup-

port tools. Users of ML models tended to be less concerned with

alert fatigue. One implementer of an ML model stated the model

was chosen specifically to reduce alert fatigue and did not feel over

alerted. Another felt that use of ML to combine multiple data points

in the EMR reduced overall alert fatigue. Other themes focused on

concerns about clinical relevance, difficulty explaining why models

fire, confusion with understanding what an alert means, and distrust

stemming from mismatched expectations (Table 3). Confusion was

reported more by implementers of ML models than RB models. All

mentions of distrust pertained to ML models.

Approaches to overcome identified implementation

barriers
Hospitals employed a variety of approaches to challenges with alert

firing, alert content, workflow integration, and promoting buy-in

among clinicians (Table 4). Approaches were defined as ideas to

overcome identified barriers and processes that were described to be

going well or without problems. Most teams worked to minimize

alerts through manipulating thresholds for the alerts to fire. A few

employed heuristics to minimize redundant notifications, used dif-

ferential thresholds for different provider types, or had a two-phase

alert system with a sensitive alert followed by one more specific.

Concise content with explanations for firing was well-received. A

few noted that this was not possible or was more confusing, but

most felt inclusion of explanations was helpful. From a workflow

perspective, most systems did not incorporate hard stops. The only

one that did reported a negative experience. A few reported using

differential workflows to use the tool in different settings and noted

that actionability specifically enabling placement of orders that have

not yet been placed would be helpful.

To improve clinician buy in, implementers reported garnering

support by showing outcomes data to clinicians, providing direct

feedback to teams, offering support at the point of care to interpret

alerts, emphasizing ongoing multimodal user education, using relat-

able metaphors to make tool outputs more intuitive for users, incor-

porating front line practitioners onto implementation teams, and

managing expectations (Table 4).

DISCUSSION

In response to national and institutional quality improvement priori-

ties, institutions ranging from small community hospitals to large

academic healthcare systems nationwide have turned to CDS to im-

prove care for patients with sepsis. Our study describes the perspec-

tive of implementation leaders for CDS tools that were either RB or

ML-based. In choosing tools, implementers tried to maximize ease

of integration, customization capability, and predictive potential

while minimizing contracting, cost, and distrust. Implementation

efforts were found to be large and heterogeneous undertakings re-

quiring significant activation energy and sustained commitment

from interdisciplinary teams, and almost universally reveal signifi-

cant implementation barriers and dissatisfaction with CDS tools.

Clinician acceptance of CDS tools was difficult to achieve for

both ML and RB models. Both faced barriers with alert optimization

and clinician buy in. Barriers to alert optimization included lack of

consensus for what optimal means, a tension between alerting ap-

propriately and disrupting workflow, and having to reinvent the

wheel of optimization decisions on the institutional level. With

regards to buy in, for RB models, barriers centered mostly on mini-

mizing alert fatigue. In addition to alert fatigue, ML models carried

additional challenges around clinical relevance, difficult explana-

tions, confusing outputs, and expectation management. To improve

clinician buy in, interviewees worked to garner support with out-

comes data, feedback to teams, accessible in-person alert interpreta-

tion support, ongoing education, and managing user expectations.

Existing studies have not clearly demonstrated improvement in

outcomes with these tools.2,8–12,14,21 Some randomized studies sup-

port reduction in length of stay and in hospital mortality,21,29 while

others have shown no significant change in clinical outcomes.2,8

There is however prospective data to suggest that these alerts may

lead to faster interventions such as time to blood culture or antibiot-

ics.9–12,14 If compliance with sepsis quality metrics is the key driver

of these implementations, there may be data to support efficacy;

however, strong data supporting change in patient outcomes are yet

lacking. Of note, presence or absence of supportive data did not

seem to prominently factor into decision making about implementa-

tion by implementation leaders in our study.

It is perhaps not surprising that clinicians are hesitant to accept

these tools, as the data support an experience of too many alerts

without significant value. Consistent with our findings, existing lit-

erature specifically surveying clinician end users describes that alerts

do not change perception of patient’s risk and alerts vary in their

ability to alter management.30,31 Furthermore, a recent large valida-

tion cohort study focusing on characterizing alert fatigue around the

Epic sepsis detection algorithm reported low sensitivity and many

missed cases of sepsis despite generation of a large number of

alerts.32

However, the argument can be made that further evaluation is

needed and that variability in results may be related to variability

between hospitals and differential workflow creation.33 One study,

particularly highlighting significant change management effort and

delivery of alerts via a mobile application in addition to implementa-

tion of an algorithm, did demonstrate 53% decrease in mortality.13

Another study, conducted at 21 hospitals involving 374 838

patients, demonstrated lower mortality, a lower incidence of ICU

admission, and a shorter length of hospital stay using a full rapid re-

sponse intervention program built around a validated deterioration

prediction model.34 This study emphasized an approach using re-

mote monitoring by a dedicated nursing team specifically designed
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Table 3. Barriers to promoting clinician acceptance

Major barrier Theme Representative quotes

Optimizing the alert No consensus for what optimal means: There is no clear

consensus for setting thresholds, what to include in the

alert, or how to tie alerts to actions.

“It was just a gut decision made by our sepsis team on like

how many patients are we comfortable being correct on

and incorrect on”

“I don’t think any of them are totally plug and play. That

play is going to depend on a lot of other factors”

Drawing attention without being disruptive: There is ten-

sion between placing the alert in the workflow such that

it prompts action but is not disruptive to the workflow.

“One is. . .the tension that people have to respond to it but

also is it isn’t invasive enough that it disrupts people’s

workflows”

“One of the things that we struggled with is that, you can’t

really close the chart if you have a BPA fired that’s open.

And that was a real nuisance to a lot of people”

Reinventing the wheel: Sites spend considerable effort on

the institutional level optimizing these features.

“They do not have any model builds that says you should

do this. . . and here’s the alerts you can build. We’ve deter-

mined all of that. . .there were not recommendations from

Epic in that regard. Those were all decided at an institu-

tional level”

“You can then surface that information up anyway you

want, displaying information or a column on a patient

list or as an alert”

Clinician buy in Alert Fatigue: Trying to avoid overalerting clinician users “It’s a challenge if you overwhelm providers with warnings

then they’ll ignore them all. So many alerts are false posi-

tives but you don’t want a lot of misses so we’re trying to

find the correct balance right now”

“if you are going to design a screening tool, basically by def-

inition you are going to get a lot of false positive alerts.

So we were concerned that that could lead to alert fatigue

and that you know it would be driving everyone crazy by

having them run around for false positive alerts”

Concerns about clinical relevance: Clinical endpoints are

important, endpoints are limited by what data are avail-

able and people are skeptical of billing based codes

“Doctors drop codes at any time during the admission. . .the

four hours before someone drops a code, I don’t know if

that’s going to help me. . .even if I bought the model, and

I agreed with it, I’m not sure how you implement it clin-

ically”

“People often had clinical ideas for. . .what would be helpful

in terms of detection but translating that to actual num-

bers or data points that can be interpreted was a big

challenge”

Difficult to explain: ML models are confusing for clinicians

because they are difficult, sometimes impossible, to ex-

plain why the system fired.

“Knowing that there’s 127þ rules that contribute, it’s not as

easy to say these are the things and so we’ve made some

changes to try to make that a little more visible in our

alerts”

“The third party vendor would never actually identify to the

provider what they saw in the record that made the pa-

tient be warned for severe sepsis. You couldn’t give any

clinical information. They would just say the third-party

vendors review the record and the patient is at risk for se-

vere sepsis. There was no other information that they

would give us nor did we have the algorithm they were

working on”

Confusing to understand: The outputs of ML models are

not clinically intuitive.

“I think the hardest part about a predictive model is not spe-

cific to sepsis, but understanding that are predictive

model is really a forecast”

“A lot of people get confused. . .so say you get 25, when the

patient’s really sick and then the number goes to twenty,

does that mean the patients getting better? What do all of

the subsequent numbers mean? If it goes up to 30, is the

patient getting worse? So a lot of clinicians who looked at

this model thought that that number is some kind of mea-

sure of patient clinical status and in fact it has nothing to

do with that and the model completely breaks down after

that first time you get the score because you can get new

data points that come in and I don’t even know what the

(continued)
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to shield practicing clinicians from alert fatigue. Together, these

studies suggest that effective integration, change management, and

strategies to improve acceptance, buy in, and trust may be the fac-

tors limiting a demonstration of benefit of these tools. While there

are not many studies emphasizing workflow design, it is compelling

that these are the studies that demonstrate improvement in mortality

as an outcome. More such studies, especially with prospective con-

trolled designs, are needed to understand whether effective change

management that improves buy in and trust could make these tools

effective for clinically meaningful outcomes.

“Meaningful decision support” and “explainability” have been

described as 2 key implementation science barriers specific to ML

models, which carried additional buy in challenges in our study.35 In

order for decision support to be “meaningful,” users need to first

trust individual predictions enough to act on them.36 Our study sug-

gests that over-alerting and excessive false positives may detract

from trust and clinical meaningfulness of both RB and ML models.

However, our study also shows greater distrust of ML tools because

they come from third parties and rely on billing based rather than

clinical inputs. Furthermore, because they do not draw on criteria

that are taught in clinical training like their RB counterparts, they

are confusing and non-intuitive to the clinical user. Strategies focus-

ing on user education, accessible alert interpretation support, and

management of expectations may help promote clinician acceptance

because they attempt to address this distrust and confusion.

With regards to explainability, it is well established in the litera-

ture that “black boxes” of ML in clinical medicine are difficult for

clinicians to accept and that demystifying the “black box” is critical

for establishing trust in the model.36,37 RB models had more

straightforward explanations since the rules are derived from expert

clinicians. However, for ML models, efforts to provide explanations

sometimes resulted in greater confusion and sometimes were not

possible at all. A growing body of work in ML literature explores

the components of effective explanations of models so that they can

be understood more easily by users who do not have in-depth ML

backgrounds.36,38–41 Further work is needed in this area to under-

stand and disseminate effective practices to help implementers ex-

plain models.

Considerations for implementation

• Alerts should be credible and not excessive. ML models offer the

advantage of improved specificity if they can be implemented ef-

fectively.
• Effective implementation requires clinically relevant models

whose outputs are easily understood by clinical users.
• User education and support need to be prioritized with emphasis

on how to interpret the output of a predictive model, building

trust, and user expectation management.
• Burden of re-creating effective solutions would be reduced with

guidance from tool developers on how to integrate tools into

workflows and how to educate and support users.
• Implementing these tools requiring significant time, energy, and

as a result, cost to institutions. Outcomes of implementations

should be studied to understand whether these significantly re-

source intensive implementations are worthwhile and to establish

comparisons for successful implementation approaches.

This study has several limitations. Its generalizability is potentially

limited by selection bias from limited sample size and convenience

sampling. The surveyed group is diverse but not clearly representa-

tive of American hospitals. While the heterogeneity of the sampled

institutions does not overcome possible selection bias, it provides in-

sight that predictive analytics are being employed for quality im-

provement even in small community hospitals without academic

informatics departments. Furthermore, intentionally representing

each tool type allowed exploration of tool choice and difference in

ease of implementation based on tool type.

The initial group had selection bias given initial response rate of

22%. By augmenting recruitment through professional networks,

the remainder of the sample was biased to institutions with informa-

tician involvement. Institutions contacted via third party application

websites introduced community perspective to the discussion. While

all perspectives that may have been excluded due to non-response

and selection bias cannot be known, the themes and examples

reported, especially with regards to alert fatigue and clinician buy

in, were consistent throughout the interviews, and likely reflective of

the obstacles faced by many institutions even if not generalizable to

Table 3. continued

Major barrier Theme Representative quotes

score means after that first time. So that’s another major

issue with the model. we don’t know what the numbers

mean in a longitudinal fashion”

Mismatched expectations: Sites are challenged with losing

trust and buy-in for the tool when it does not match the

clinician’s expectations

“When you bring a bunch of doctors in the room and ex-

plain to them the model, they start interpreting the model

in the way they want it to work, rather than the way it ac-

tually works. You can explain it until you’re blue in the

face but that’s not how the model was built the model

can do this, you know it can do A but it can’t do B, C and

D. They still, they’re stuck in the way they want it to

work”

“The clinician has a high expectation that this alert is going

off for patients who have sepsis, and that is just not the

case. It is going off for patients who are at risk for sepsis,

many of whom will not have sepsis. An alarm went off

for a patient that is clearly not septic, that has a GI bleed

so to get clinicians to buy into that concept of being

alerted for patients who are at risk didn’t really seem to

work”
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Table 4. Approaches to overcome identified implementation barriers

Implementation barrier Approach Representative quote

Minimize alert firing Threshold optimization “We did a lot of testing to see at what threshold could we have the

minimum number of alerts. . .we are very sensitive to alert fatigue”

Heuristics to reduce redundant alerts “If we alert the rapid response doctors, we won’t alert them again for

the next 8 hours. Because we don’t want to be continuously send-

ing the same alert”

Different thresholds for different provider types “We have an upper and lower kind of threshold, and at a lower

threshold we alert the frontline team. So that would be the front

line nurse and the front line provider. And at the upper threshold

the plan we actually text, the platform will actually text our rapid

response providers”

Two-phase alerts “We came up with a model that incorporates vital signs, past medical

history, certain high risk factors, high risk neurological conditions,

presence of a central line, sickle cell, some other things to develop

an initial screening alert that’s targeting the inpatient nurse that is

largely vital sign driven and then based on follow up assessments

that they document and also presence or absence of some of those

high risk conditions, a secondary alert would appear to the entire

team”

Alert content Concise alert messages “Keep it as simple as possible. . . doctors and nurses are inundated by

alerts all the time. If you expect them to read it, it is not going to

happen. The alert needs to be very straightforward and specific”

De-emphasize wordsmithing of alert “The more clear you can be with that message the better but like

changing the tense of a verb here or doing this or doing that doesn’t

make any bit of a difference. I mean we’ve looked at the amount of

time people spend in these alerts and it’s like a fraction of a second

so it is not long enough to even notice a typo”

Include explanations when possible “I think it’s important for users to know why this alert went off.

Now when we get an alert and it says. . . some indication for why

this alert went off. I think that actually reduced the amount of neg-

ative feedback that we were getting”

Workflow integration Avoid hard stops “I think that having some acknowledgement reason [that] captures

whether you agree or disagree with the alert is a bad thing”

Ability to place orders that have not been placed “I think at the time one of the draws was the ability to place order-

s. . .as a follow-up so if I was missing something [the tool] could

say hey you are missing you know a second lactate and here is the

order to place”

Use different alerts for different locations “Many hospitals decide to take two workflows. One for the ED and

one for inpatients. This model requires that data is in place in order

to make the prediction. Like, you know lab results, flowsheet val-

ues, medications. . . if there are no lab tests or medications you

know for that patient, it’s not going to predict very well. So you

know talking to Epic, they stated that many hospitals chose to take

a two branch approach to the prediction”

Clinician buy-in Garner support with data “Just showing people data of how often it fires, who it fires for, where

the false positives are, and giving them visual patterns of how is

succeeding or failing is a powerful tool”

Direct feedback to teams “We have demonstrated that direct feedback to the clinicians cer-

tainly results in higher compliance with antibiotics and bundle ele-

ments”

Point of care clinical support “We created a resource through the virtual care team that allowed

nursing staff, provider staff to call anytime 24/7. . .you tell them

this is my number, what does that mean? And we would say it is

just a number, let’s look at everything that went into it, let’s talk

about it and then let’s talk about what that means for what we

need to do for our patient”

Emphasis on ongoing multimodal user education “I think you need to approach education from a couple of angles, be-

cause there’s different folks who learn in different ways. You need

a video, you need a PowerPoint, it needs to be referenceable, there

needs to be frontline people who go out and support units”

Use of metaphors and analogies to address intuitive-

ness of tool output

“[We created a video] comparing predictive models to a weather fore-

cast. It doesn’t mean you’re going to put the rainboots on now be-

cause it’s not raining right now”

(continued)

JAMIA Open, 2022, Vol. 5, No. 2 9

D
ow

nloaded from
 https://academ

ic.oup.com
/jam

iaopen/article/5/2/ooac022/6569861 by U
niv of C

alif, San D
iego (Ser R

ec, Acq D
ept Library) user on 06 M

ay 2022



institutions who may not have responded because of differences in

satisfaction or frustration with their implementations.

Our study notably focuses on the perspective of implementation

leaders, making it particularly relevant to leaders such as CMIOs at

medium to large scale hospitals considering CDS software as a com-

ponent of their hospital’s sepsis strategy. However, we learned hos-

pitals with smaller IT infrastructure are also implementing both

types of tools. They are struggling with the same issues of clinician

buy-in, alert optimization, distrust, and confusion with even wider

gaps between clinician and IT leaders without always having infor-

maticians to serve as a bridge. Better dissemination of helpful

approaches to address these common issues is of perhaps even

greater importance to these smaller institutions. Implementation

leaders at these settings are motivated by the same quality metrics as

larger, more resourced settings, but may be less equipped to generate

institution level solutions to the numerous barriers we have de-

scribed.

There is much work to be done to facilitate implementations and

share successful strategies. While several leaders interviewed in this

study also had clinical roles, they were interviewed for their perspec-

tive as implementation leaders. What is perceived as lack of clinician

acceptance and trust may be rooted in reasonable concerns about

benefit to patient care which can be further characterized with fu-

ture study from front line user perspective. Additional study should

also elicit vendor perspectives about improving user experience, sup-

port, and education. Other next steps are to propose a framework

characterizing elements contributing to confusion, distrust, and ex-

pectation mismatch that institutions can use to develop user support

and education.

CONCLUSION

In this small but diverse set of hospitals, we find broad heterogeneity

in institutional application of CDS to improve sepsis outcomes. Im-

plementation of all tools was time consuming and complicated, with

the job of making tools clinically useful falling largely to individual

institutions. While both RB and ML models posed significant chal-

lenges to optimization of the alert and integration into the work-

flow, ML models posed additional barriers to clinical

meaningfulness and acceptance due to issues of confusion, distrust,

and expectation mismatch. Attention to user education, alert inter-

pretation support, and expectation management and dissemination

of effective practices related to these areas may improve feasibility

and effectiveness of ML models being used in quality improvement

efforts.
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